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Our Dilemma

• PanFS is used in our HPC environment
• SAS is used for some very important workloads

• Sporadic workloads but very IO intensive

• Carved out 70TB of PanFS for SAS temp workspace
• Needed to reclaim that space

• Cheaper and/or faster parallel filesystem 
• It's only for temp/transient data



Choices
• Lustre

• Hardware redundant
• Open Source
• Scales

• CephFS
• Software redundant
• Open Source
• Scales
• Ceph ties in well with our OpenStack plans



       CephFS Testing

• #1 goal : What kind of minimum can I get away with?
• Various types of usage paradigms
• Tested performance between Giant and Hammer
• Tested a lot of different config options in ceph.conf
• Tested Different Journal Setups



SAS Regression
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SAS Bench Large
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cp 100,000 1MB files

CephFS PanFS
0

10

20

30

40

50

60

70

80

90

100

Time (mins)



    CephFS in Production
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Conclusion

• Did not lose any performance PanFS → CephFS
• Users have been happy with the performance
• There really is a minimum!
• Need MOARRR OSD nodes :)



  Questions

     ?
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